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Abstract

Through-wall imaging (TWI) consists in imaging objects hidden behind an obstacle

by using electromagnetic waves at the microwave frequencies. This problem is of

great interest as the aim of detecting and of localizing hidden objects is shared in

many applicative contexts, both military and civilian.

For such a problem, the crucial point to be addressed is the presence of the obsta-

cle which can hinder a successful imaging procedure due the absorption and to the

refraction losses and which gives rise to blurred images if not properly accounted for.

Moreover, in practical situations wall parameters are unknown or at best known with

some degree of uncertainty.

Here, the TWI problem is tackled for a three-dimensional geometry where the

scatterers are located beyond a wall represented by a dielectric slab whose features

are unknown or known with some degree of uncertainty.

In particular, a novel two-step imaging procedure is developed and analyzed.

The first step is concerned with the estimation of the wall thickness and the wall

dielectric permittivity. To this end, an estimation procedure which is stable with re-

spect to the noise and to the disturbance introduced by the obscured (i.e., beyond the

wall) scatterers has been suitably developed. In particular, the estimation procedure

takes into account that the actual measurements concern the total scattered field (i.e.,

the field reflected by the wall plus the one scattered by the obscured scatterers). This

last feature allows us to achieve quick in situ estimations without the need of taking

samples of the structure for off line characterization and to overcome the necessity

x



xi

of identifying wall regions beyond which scatterers are absent. In other words, back-

ground measurements (i.e., without the obscured scatterers) become not necessary.

This is also of great importance for the imaging stage in that having estimated the

wall parameters, the field scattered from the obscured scatterers can be more easily

identified within the strong clutter contribution arising from the wall.

As to the imaging stage, the problem is cast as a linear inverse scattering problem

and solved by means of a truncated - singular value decomposition (TSVD) based

approach. In particular, an imaging procedure based on the microwave tomographic

approach is developed. Such a procedure allows us to more straightforwardly and

accurately (with respect to other methods present in the literature) account for the

wall in the imaging procedure since it enters in the background Green’s function

definition.

A two-dimensional sliced approach is employed to obtain the three-dimensional

scene. Such an imaging method permits to obtain stable high resolution almost real

time images.

In this report we present the developed TWI algorithm and give an account of

the performances achievable by the proposed TWI method by showing numerical as

well as experimental results.

Moreover, a simple strategy to detect changes in a through-the-wall imaging sce-

narios is presented.

In particular, by exploiting tomographic reconstructions taken at different instants

of time it allows us to increase the detectability of scatterers whose positions are varied

in two different data collections even though they are embedded within a complex

source of clutter background scenario. The feasibility of the technique is demonstrated

with both synthetic and experimental data.

The work summarized in this report has led to the publication of three journal

papers (see refs. [21, 27, 28]), one conference paper (see ref. [29]) and a further

journal paper is now under revision (see ref. [30]).
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Introduction

Through-wall imaging (TWI) is a research field of increasing interest as the aim of

detecting and of localizing hidden objects is shared in many applicative contexts,

both military and civilian [1]-[6].

In this framework, the crucial point to be addressed is the presence of the wall.

Indeed, the presence of the wall, on the one hand, can hinder successful imaging

due to the absorption and to the refraction losses it introduces. It has been shown

that for frequencies ranging from a few hundred MHz to 4 − 5 GHz high-resolution

TWI is feasible [7]. This is because for such a frequency band most of the building

materials are relatively transparent and there is a reasonable tradeoff between wall

signal attenuation, achievable spatial resolutions and antennas’ sizes [8].

On the other hand, the presence of the wall has to be accounted for in the imaging

procedure otherwise blurred images, where scatterers are distorted and shifted form

their actual locations, are obtained [9]. This has been done, for example, in [9]

where a beamformer relying on an approximate model of the wall (represented by

a dielectric slab) has been presented, or in [10], where a synthetic aperture focusing

algorithm is adopted with data preliminarily compensated by a factor related to the

wall transmissivity matrix.

Here, instead, we adopt a TWI procedure based on a microwave tomographic

1



2

approach [11]. Accordingly, the TWI is cast as an inverse scattering problem where

the presence of the wall is more straightforwardly (with respect to other methods [9])

and accurately accounted for as it is included within the so-called background Green’s

function.

Although inverse scattering problems are non-linear [12], we adopt a linear recon-

struction algorithm based on the Kirchhoff approximation (as we will consider strong

scattering objects) as it allows to meet all the main requirements for a TWI. First

of all, it generally allows to determine the scatterers’ locations and their geometrical

features well beyond the limits of the approximate model [13]. Moreover, it allows

to obtain reliable reconstructions free from the local minima problem and it is com-

putationally effective, permitting thus to deal with large (in terms of wavelength)

investigation domains in almost real time. Finally, there are well assessed numeri-

cal and theoretical tools to achieve stability against noise. In particular, here, the

truncated-singular value decomposition (TSVD) of the linearized scattering operator

is employed to achieve stable (with respect to uncertainties) reconstructions [14].

In practical situations, the wall parameters are unknown or known with some

degree of uncertainty. Wall ambiguities once again result in blurred reconstructions.

To cope with this problem, in [15], a procedure which exploits the measurement

array position dependence of the blurring effects was proposed, and subsequently

generalized in [16]. Point like scatterers and the canonical case of a single uniform wall

represented by a lossless dielectric slab were considered. More in detail, a sequence of

reconstructions is performed for different values of the wall parameters varying within

an assumed interval for two different measurement array positions. This leads to two

different trajectories in the image space which intersect at the actual location of the
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scatterers. Hence, either the reconstruction is represented by this intersection or the

occurrence of such intersection is adopted to estimate the wall parameters and then

the reconstruction is achieved by employing those estimated values.

Afterwards, the same authors proposed an autofocusing procedure based on an

iterative scheme where at each step the parameters of the wall are changed according

to the optimization of a nonconvex cost functional accounting for the contrast mea-

sure of the corresponding reconstructed image and defined in terms of standardized

high order moments [17]. The wall and the objects were the same as those already

considered in [15] and [16], but in this case the procedure does not require multiple

measurement arrays.

In all the previous approaches it is assumed that the data consist of the field

scattered by the obscured objects only, while actual measurements concern the total

scattered field (i.e., the field reflected by the wall plus the field scattered by the

obscured objects). Accordingly, the reliability of the estimation procedures can be

negatively affected. This also could occur for all those methods which exploit the late

time response of the wall to identify it as in this case multiple reflections within the

wall overlap the field scattered by the objects [18, 19].

A simple procedure to extract the scattered field from the total field measurements

has been proposed in [20]. In that paper a differential strategy is employed to erase

from the measurements the field reflected by the wall which is assumed not varying

for two consecutive measurement positions. However, even though the clutter due

to the wall appears strongly mitigated the knowledge of the wall parameters is still

necessary to obtain focussed reconstructions.
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To overcome such a drawback we supplement the imaging algorithm with a pre-

liminary estimation procedure which exploits only the early time portion of the total

scattered field. As is shown, such a procedure proves to be very accurate and stable

with respect to different scatterers’ configurations and to the noise [21]. Once the wall

parameters are known, clutter can be eliminated by synthetically estimating the field

reflected by the wall. Moreover, the imaging algorithm can be suitably developed in

order to obtain focused reconstructions.

Most of the contributions in TWI problems deal with two-dimensional (2D) con-

figurations (see references previously reported). Achieving a three-dimensional (3D)

reconstruction of the scene enhances the ability to detect and discriminate targets

[21, 22]. However, even under a linear inversion scheme [9, 11], dealing with a 3D

geometry could require a high computational cost. Therefore, in order to reduce the

computational burden, here we adopt the two-dimensional (2D) sliced approach out-

lined in [23]. By such an approach it has been shown that, although diffraction and

scattering phenomena impair the possibility of obtaining quantitative reconstructions

[24], scatterers can be very well localized and their shapes discerned [23].

Generally, the TWI algorithms are concerned with the imaging of stationary tar-

gets. Accordingly, information about the geometry of the interior of the building

is generally their outcome which is useful, for example, in the design of the rescue

operations. In principle, achieving different images of the same scene according to

a temporal frame would allow to image time-varying scene offering the possibility

of tracking slowly moving objects like humans. This, of course, requires developing

an almost real time imaging procedure (measurement acquisition plus signal process-

ing). The imaging algorithms mentioned above take at worst few seconds to achieve
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the images, thus the time to acquire the data is a more critical figure. Indeed, the

measurements should be taken quasi-instantaneously in order to make negligible the

scene’s changes during data acquirement otherwise image focusing is deteriorated.

To this end, array antennas are a more suitable solution than the more usual sliding

antenna (which allows to achieve a multimonostatic or multibistatic configurations)

but the necessity to keep the number of the antennas minimum and to account for

the global response of the system (mutual coupling between the antennas) have to be

satisfied.

A radar system able to track a moving scatterers which exploits array antennas

has been demonstrated in [25]. Hence, obtaining a temporal sequence of images

of the same spatial region is feasible. Accordingly, this opens the way for solving

another crucial question of TWI, that is to discern the human beings from other

static scatterers present in the scene. By virtue of such results, here we develop

a simple procedure to counteract the clutter due to static scatterers present in the

scene to be imaged. In particular, the propose procedure is based on the incoherent

difference [26, 27] between two tomographic images of the same scene retrieved at

different instants of time. It is shown that the procedure is capable to highlight

changes in the scene allowing for the detection of a scatterer whose position changes

in two different data acquisitions and which would be no easily detectable otherwise.

The performances achievable by the TWI algorithm and by the change detection

procedure will be assessed by synthetic and experimental data [28, 29, 30].

The report is organized as follows. In Chapter 1, we describe the geometry of

the problem and the adopted configuration. We introduce the formal notation and

recall the 2D sliced TSVD inversion scheme. Moreover we present the technique
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to estimate the wall parameters and the change detection procedure. Chapter 2

is devoted to assess the performances achievable by the estimation procedure, the

TWI algorithm and the change detection procedure. To this end, numerical results

obtained by adopting synthetic data are reported. In particular, two dimensional

examples as well as a 3D case for a scatterer resembling the human body are shown.

Moreover, we report experimental results for data collected in a laboratory controlled

environment and for in situ scattering experiments as well. Conclusions follow.



Chapter 1

Methods, Assumptions and
Procedures

In this chapter we describe the geometry and the configuration as well as the math-

ematical model upon which the inversion algorithm is based. Moreover, we present

the TSVD inverse scattering imaging algorithm and the procedure for estimating the

wall parameters. Finally, also the change detection strategy is introduced.

1.1 Geometry of the problem and the imaging al-

gorithm

The geometry of the problem is depicted in Fig. 1.1. A target is hidden behind an

obstacle represented by a layer having thickness d and dielectric permittivity ϵb. The

first and the third layers are assumed to be the free-space whose dielectric permittivity

is denoted as ϵ0. The magnetic permeability is everywhere the same as in the free-

space µ0.

The objects are assumed to be 3D strong scatterers, that is their electromagnetic

7
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Figure 1.1: Geometry of the problem.

features are very different from those of the free-space, and to reside within a three-

dimensional investigation domain D located in the third layer of the background

medium (see Fig. 1.1).

The imaging problem consists in retrieving the scatterers’positions and their shapes

from scattered field data, observed in a reflection-mode configuration over the lines

of the domain Σ (see Fig. 1.1), after the scene is interrogated by a known incident

field.

To tackle this 3D inverse scattering problem, we adopt a two-dimensional sliced

approach [23].

First, we consider the illuminating field being provided by a y-polarized 2D source
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radiating at different frequencies. In particular, the incident field, represented in terms

of its plane-wave spectrum Êi(u, k0), is given by

Ei(x, z, k0) =

∫ k0

−k0

Êi(u, k0) exp (−j
√

k2
0 − u2|z − zS|) exp [−ju(x− xS)]duîy, (1.1)

k0 being the wave-number of the free-space ranging within the frequency band [k0min, k0max]

and rS = (xS, zS) is the source position in the x− z plane. Note that the evanescent

part of the plane wave-spectrum has be neglected in (1.1) as it plays a minor role in

the scattering process, unless the scatterers are very close to the source.

Moreover, the scattered field collected over each observation line of Σ at different

heights yi (yi being the i-th component of the height position vector y = (y1, ..., yM))

is exploited to obtain a two-dimensional slice in the x− z plane at the same height.

We assume to collect only the y-component of the scattered field. Accordingly, the

slice reconstruction is treated as a two-dimensional and scalar inverse problem.

As we are dealing with strong scatterers, we consider the limiting case of metal-

lic scatterers to formulate the problem and linearize the problem by resorting to

the Kirchhoff approximation [13]. Accordingly, the mathematical relationship to be

inverted to obtain the reconstruction of a slice at height yi is given by

Eo
S(xm, yi, k0) = k2

0

∫ ∫
DT

G(xm, x, z, k0)Et(x, z, k0)×

×γ(x, yi, z)dxdz, (1.2)

where Eo
S(·) is the field scattered by the objects collected over the segment −xM ≤

xm ≤ xM at the height yi of the observation domain Σ and γ(x, yi, z) = [−n̂(x, yi, z) ·



10

îz]U [−n̂(x, yi, z) · îz]δC(x, yi, z) is the actual unknown of the 2D problem. n̂ and îz are

the unitary vectors normal to the scatterers’ shape and directed along z, respectively,

U(·) is the Heaviside function accounting for the illuminated part of the scatterers,

δC(·) is a single-layer distribution supported over the scatterers’ contours at the same

height as before andDT = [−a, a]×[zmin, zmax] denotes the investigation domain cross

section (in the x− z plane). Finally, G(·) and Et(·) are the Green’s function relevant

for the layered background medium and the field transmitted through the wall and

impinging on the scatterers, respectively. In particular, G(·) has the following spectral

representation [31]

G(xm, x, z, k0) =
j

4π

∫ ∞

−∞

τ

w0

exp [−jw0(z − d)]×

exp [−jw0(z1 − zS)] exp [−ju(xm − x)]du, (1.3)

where

τ(u, k0) =
(1− Γ2

0b) exp (−jwbd)

1− Γ2
0b exp (−j2wbd)

, (1.4)

is the transmission coefficient accounting for the propagation through the slab, wi(u, k0) =√
k2
i − u2 with i ∈ {0, b} and

Γb0(u, k0) =
w0 − wb

w0 + wb

, (1.5)

is the local reflection coefficient at the air/obstacle interface and where z1 is the depth

of the wall’s first interface.

As to Et(·), by exploiting eqs. (1.4) and (1.1) it can be written as
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Et(x, z, k0) =

∫ k0

−k0

τ(u, k0)Êi(u, k0) exp [−jw0(z1 − zS)]

× exp [−jw0(z − d)] exp [−ju(x− xS)]du. (1.6)

At this point, to obtain γ(·) we adopt a reconstruction procedure that we already

employed in previous papers (see for examples [13, 23]). First, a regularized solution

Rγ(·) of eq. (1.2) is obtained by a TSVD inversion scheme [14], that is

Rγ(x, yi, z) =

NT∑
n=0

⟨Eo
S(xm, yi, k0), vn(xm, k0)⟩

σn

un(x, z), (1.7)

with {un, σn, vn}∞n=0 being the singular system of the scattering operator in eq. (1.2),

⟨·, ·⟩ denotes the scalar product in the data space and NT is the truncation index.

Accordingly, the TSVD achieves regularization by reducing the unknown functional

space dimension [14]. Thus, the key question is the choice of truncation index NT

which has to be done by accounting for the noise level, the mathematical features of

the operator to be inverted and the available a priori information about the unknown.

Different methods exist to select NT . Such methods can explicitly exploit the knowl-

edge of the noise level (such as the Morozov discrepancy principle) or not (such as

the generalized cross validation) [32]. In general, the higher the noise the lower NT .

For the problem at hand, the singular values decay with an exponentially law beyond

a certain index. This is shown analytically, for example, for the one-dimensional case

in [5] but approximately also holds for the two-dimensional case. Indeed, this reflects

the fact that the scattered field has finite number of degrees of freedom (NDF) [33].

Therefore, when the noise is white, it is natural to set the truncation index roughly

in correspondence to the index where the singular values start to decay quickly. In

the following we will adopt such a criterion.
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Having obtained the reconstructions, in order to curtail spurious artifacts due to

the noise and to the regularization, a thresholding procedure is adopted [23].

Once the two-dimensional slice reconstructions have been obtained, the three-

dimensional representation of the scatterers is achieved by superimposing the two-

dimensional reconstructions, that is

Rγ(x, y, z) =


Rγ(x, y1, z)

........

Rγ(x, yM , z)

 (1.8)

Finally, the actual 3D representationRγ(x, y, z) is obtained by interpolatingRγ(x, y, z)

along the y direction.

We remark that in the previous equations, for the sake of simplicity of notation,

we have not explicitly indicated the dependence on ϵb and d. However, it is clear that

the parameters of the wall enter in the definition of the kernel of the operator to be

inverted. Moreover, they are necessary to obtain the scattered field data which are

given by the difference between the total backscattered field and the background field

(the one in absence of the scatterers and due to only the wall structure). Accordingly,

when the wall is unknown or known with some degree of uncertainty, the wall has

to be estimated prior to achieving imaging. To this end, we adopt the procedure

described in next section.

1.2 Wall parameter estimation procedure

A standard way to address the wall estimation problem is to cast it as an optimization

problem where a suitable cost functional has to be minimized (or maximized). That is
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the dielectric permittivity and the thickness of the wall are estimated as the quantities

that globally optimize a functional like

(ϵ̂b, d̂) = min
ϵb,d

Φ(ES, ϵb, d). (1.9)

As mentioned above, actual measurements generally concern the total scattered

field which is given by

ES(xm, yi, k0) = Ew
S (xm, yi, k0) + Eo

S(xm, yi, k0), (1.10)

where Eo
S is the field scattered by the objects as given in eq. (1.2) (a part from

multiple reflections between the wall and the objects) and Ew
S is the field reflected by

only the wall which, in turn, is given by

Ew
S (xm, yi, k0) =

∫ k0

−k0

Γ(u, k0)Êi(u, k0) exp (−2jhw0)du, (1.11)

where a monostatic configuration (i.e., with the source and the receive positions

coinciding.) is cosidered, h = z1 − zS is the distance of the source from the front side

of the wall and Γ(·) is the slab reflection coefficient

Γ(u, k0) =
Γ0b − Γ0b exp (−j2wbd)

1− Γ2
b0 exp (−j2wbd)

. (1.12)

The estimation methods listed in the introduction do not take into account eq.

(1.10) and this could affects negatively their reliability. To overcome such a problem

we estimate the slab parameters by minimizing the following cost functional

(ϵ̂b, d̂) = min
ϵb,d

d̃(P[0,Te]FΩESav, P[0,Te]FΩE
w
S ), (1.13)
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where d̃(·, ·) is a distance functional, FΩ is the Fourier transform operator with

respect to the angular frequency ω supported over the available frequency band

Ω = [ck0min, ck0max], P[0,Te] is the time limiting projector over the interval [0, Te],

with Te = 2(
√
ϵbd/c+ h), c being the speed of light in the free space. Finally, ESav is

ES averaged over all the measurements taken at the different yi.

In other words, the parameters of the wall are estimated by minimizing the mis-

match between the measured total scattered field and the model slab field by ac-

counting for only their early time portion. In particular, Te is chosen so that the

contributions to ES arising from the scattering objects located beyond the slab are

mainly concentrated outside such an interval and thus play a minor role in the esti-

mation procedure.

Note that even though eq. (1.13) measures the mismatch between data and model

in time domain, data are collected and the inversion scheme works in the frequency

domain. Therefore, time domain is introduced only to give a physically useful inter-

pretation of the mathematical range of the linear operator P[0,Te]FΩ involved in eq.

(1.13).

It is worth remarking that the estimation procedure in eq. (1.13) is similar to

the one presented in [10] but some differences have to be pointed out. First, in [10]

the total field is Fourier transformed, time gated and then Fourier transformed once

again so that the minimization is achieved in the frequency domain. Conversely, this

last step is not required for the estimation procedure herein proposed. Moreover,

while in [10] the estimation exploits the measurements taken at a single position of

the receiving antenna, in the method developed here the averaged ES is adopted.

By doing so, it is expected that the proposed estimation procedure improves its
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robustness against the disturbances due to the obscured scatterers and to the noise.

Finally, in the estimation procedure of eq. (1.13) a varying time gating interval Te,

which depends on the trial values of ϵb and d, is adopted and automatically updated

while the minimization proceeds. This avoids the need of a preliminary look at the

time domain traces.

Some comments to relate the proposed method to the ones reported in [15, 16,

17] are in order. All these methods cast the estimation problem as in eq. (1.9).

However, while in eq. (1.13) the optimization stage is achieved in the data space, in

[15, 16, 17] it is performed in the image space. Therefore, as the proposed method

does not require to achieve reconstructions it is expected to be faster in estimating the

wall. Furthermore, approaches reported in [15, 16, 17] have been studied for point-

like scatterers whereas no assumption about the scatterers is done in the proposed

estimation procedure.

Finally, our method as well as the ones reported in [15, 16, 17] consider a homoge-

neous slab as wall. However, in many realistic situations such a hypothesis does not

hold (for example in the case of a multi-layered wall) and the number of parameters

necessary to describe the wall (and to be searched for from the estimation procedure)

increases affecting the effectiveness of the optimization stage.

1.3 Change detection procedure

In a typical TWI problem the scene to be imaged is rather complex in the sense that it

can contain several scatterers of different nature. Therefore, to discern, for example,

human beings from other scatterers is generally a very hard task by exploiting an

imaging procedure only.
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Accordingly, in this section, we address the problem of improving the detectability

of a target against the clutter due to static scatterers present within the investigation

domain D.

The target of interest is assumed slowly moving in the sense that it is at rest while

the aperture is synthesized but its position can change in two different measurement

surveys. Of course, how quick the scatterer can move depend on the time required for

data collection and hence on the adopted radar system [25]. The scattered field Eo
S

arising from the objects located beyond the wall of Eq. (1.2) can be then decomposed

as

Eo
S(xm, yi, k0) = ESC(xm, yi, k0) + EST (xm, yi, k0), (1.14)

where ESC(xm, yi, k0) denotes the clutter contribution and EST (xm, yi, k0) is the field

due to the object of interest. Consequently, clutter removal can be cast as the problem

of filtering out ESC(xm, yi, k0) from Eo
S(xm, yi, k0).

To this end, a filter can be properly designed and tuned on the clutter properties

with the constraint of preserving as much as possible EST (xm, yi, k0) which is needed

for imaging purposes.

In conventional radar systems the so-called moving target indicator (MTI) tech-

niques are designed to detect moving targets against a strong stationary clutter. This

is possible because of clutter and targets have different Doppler spectra. Accordingly,

a Doppler filtering is designed to cancel the zero Doppler spectral content [34]. A

similar filtering is exploited in ground penetrating radar (GPR) imaging [35] where

a high-pass filtering suppresses the low harmonic spatial content in order to mitigate

the clutter arising from the air/soil interface. Unfortunately, for the case of concern
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herein, neither the frequency Doppler shift (as in MTI) nor the difference in the spa-

tial spectral content can be exploited. Indeed, all the scatterers are assumed to be at

rest during data acquirement. Moreover, they have all a finite spatial support hence

filtering the spatial spectrum as in [35] is not useful.

However, if we could take N different data surveys, that is

Eo
S(xm, yi, k0,m) m ∈ (1, 2, ..., N), (1.15)

a similar filtering as in [35] could be applied if data are Fourier transformed with

respect to the discrete variable m.

Here, we adopt a different procedure where the change detection is achieved by

means of the difference between two different tomographic reconstructions of the same

spatial region.

Removing clutter by means of a difference procedure has been already documented

in the literature. In [26] and [36], the coherent and incoherent difference between two

images is exploited, respectively.

However, in both papers one of the two images refers to the case where the scat-

terer of interest is not present. This substantially corresponds to exploiting the back-

ground measurement which is difficult to obtain in practical TWI scenarios.

In order to relax the need of the reference image (or, equivalently, reference data),

here the following procedure is exploited.

Say Rγm(x, yi, z) the tomographic reconstruction obtained by processing the data

collected at the m-th instant. Then, we consider

|Rγm(x, yi, z)| − |Rγm−1(x, yi, z)| (1.16)
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as the difference image at the m-th instant of time, with | · | being the modulus of its

argument. In other words, the reconstruction at the m-th instant of time is obtained

by subtracting pixel by pixel the modulus of the tomographic reconstructions obtained

by exploiting Eo
S(xm, yi, k0,m) and Eo

S(xm, yi, k0,m− 1), respectively.

The resulting difference image is then positively thresholded. This allows to im-

age the targets at the position it was occupying while the m-th survey was being

performed. In fact, the difference sign in eq. (1.16) will roughly cancel the recon-

struction of static scatterers whereas the reconstruction of the target at time m − 1

will appear under the negative sign and it is then erased by the positive threshold.

This explains why we chose to achieve clutter mitigation in the image domain

rather than in data domain. In fact, by inverting Eo
S(xm, yi, k0,m)−Eo

S(xm, yi, k0,m−

1) = EST (xm, yi, k0,m) − EST (xm, yi, k0,m − 1) (which would correspond to the co-

herent difference in the image domain) would allow, in principle, a better clutter

cancelation (in fact due to the nonlinearity of the modulus function the reconstruc-

tion of static scatterers is in general different for each measurement survey as they do

not sum incoherently to the ones of the targets) but we would be not able to discern

the actual target position. This last circumstance occurs, for example, in the work

presented in [37] where the coherent subtraction, applied to the data, was exploited

for two different time acquisitions at a fixed position. However, there the aim was to

remove the wall clutter.

Of course, if the target does not change its position during two different surveys

the proposed procedure will fail because also the target itself will be erased in the

difference reconstruction.



Chapter 2

Results and Discussion

In this chapter we assess the effectiveness of the procedures discussed previously.

In particular, we will be mainly concerned with numerical examples but also some

experimental results, in a laboratory controlled environment as well as for in situ

cases, are presented.

2.1 Estimation and reconstruction results obtained

by exploiting synthetic data

In this section we start to assess the performances achievable by the estimation pro-

cedure and by the tomographic TWI approach by adopting synthetic data.

In particular, in the following, the distance d̃(a, b) in eq. (1.13) is chosen as the

usual square Euclidean norm ∥a− b∥2.

For all the reconstruction results reported in this section, the measurement and

the scattering configurations are characterized as follows. An investigation domain

D = [−1, 1] × [−1, 1] × [0.4, 3]m3 is considered whereas the incident field consists of

plane waves impinging along the z-axis and varying frequency within the band of

19
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[0.3, 1]GHz. In particular, a frequency step of 35MHz (which means 21 different

frequencies) is chosen accordingly to the results reported in [38] where the frequency

step to avoid data redundancy is derived in terms of the extent along the depth (i.e.,

along the z-axis) of the investigation domain.

A measurement aperture Σ = [−1, 1]× [−1, 1]m2 is considered. More in detail, 11

slices at different evenly spaced heights, within the interval [−1, 1]m along the y-axis,

are taken and for each slice the scattered field is collected at 11 evenly spaced points

over the segment [−xM , xM ] = [−1, 1]m of the x-axis. In particular, the number of

observation points for each slice is chosen according to the degrees of freedom of the

scattered field for a two-dimensional object of a size equal to DT in correspondence

to the highest adopted frequency [33].

Such an estimation refers to free-space configurations but still holds for the con-

figuration at hand. This can be deduced by the study about the spatial spectral fil-

tering introduced by the scattering operator for a three-layered background medium

reported in [11]. All the observation points are characterized by z = 0 within the

specified reference frame (see Fig. 1.1).

In order to test the reconstruction algorithm against noisy data, the total scattered

field ES is corrupted by an independent noise. In particular, two independent zero-

mean white Gaussian noise processes are added to the real and imaginary part of

the data so as to obtain a very low (in the framework of inverse scattering problems)

signal-to-noise ratio (SNR) of 5 dB in all the cases.

As only a qualitative reconstruction of the geometrical features of the targets can

be obtained, according to the arguments reported in [13], in all the following figures

the normalized real part of the reconstructions is displayed. All the reconstructions
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are obtained by retaining in the singular value expansion (1.7) the singular functions

corresponding to the singular values not below 20dB of the maximum singular value.

Furthermore, each slice is thresholded at the same value as described in [23] (see also

reference [18] therein reported for more details).

We start by showing results concerning two-dimensional slices. Then, a three-

dimensional case, with the scatterer being a phantom resembling the human body, is

considered.

2.1.1 Two-dimensional synthetic results

In this section we test the imaging algorithm against synthetic data for two-dimensional

cases.

For all the two-dimensional example reported below, the total scattered field Eo
S

has been computed by means of the method of moments (MOM) whereas the current

induced over the scatterers has been determined by adopting the electric field integral

equation (EFIE) [39].

The first reconstruction example is shown in Fig. 2.1. It concerns a slab with

ϵb = 9ϵ0 and d = 0.2 m, representative of a concrete masonry structure [17, 40],

with two metallic cylinders of elliptical cross section, miming the cross section of a

human body, located beyond it so that their centers are at 1.8m and 2m from the

wall (see dashed white curve of panels [B] to see the scatterers’ positions). In Fig. 2.1

(panel [A]) 1/d(P[0,Te]FΩESav, P[0,Te]FΩE
w
S ) normalized to its maximum is depicted.

It is computed by adopting the total scattered field averaged over the 11 acquisitions

of one single measurement line while the slab parameters vary within the bounded

domain [2, 11] × [0.1, 0.4]m of the ϵb/ϵ0 − d plane. A step of 0.1 along ϵb/ϵ0 and of
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Figure 2.1: The case of a concrete wall with two scatterers located far apart
from the wall. Actual scatterers are denoted with the dashed white curves. [A]:
1/d(P[0,Te]FΩESav, P[0,Te]FΩE

w
S ) normalized to its maximum reported as a function of

ϵb and d. [B]: Tomographic reconstruction obtained by employing the estimated slab
parameters.

1cm in d is adopted (such a discretization is maintained for all the examples).

As can be seen, the estimator peaks around the slab’s true parameters achieving

the maximum for the actual slab parameters. The corresponding reconstruction is

shown in the same figure (panel [B]) where the scatterers are detected and correctly

localized.

We outline that, as only two parameters have to determined, building up the

estimator for the whole ambiguity set is achieved in almost real time on a standard

laptop computer. Accordingly, for the cases at hand it is not necessary to exploit an

optimization algorithm (as in [17]) which can be trapped in a local extreme of the

cost functional.

For the same measurement configuration and background scenario as in Fig. 2.1

we now consider the case where the two scatterers are more closely located to the wall

(their centers are now at 0.5m and 0.7m from the wall). For such a situation, the
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Figure 2.2: The case of a concrete wall with two scatterers closely located to
the wall. Actual scatterers are denoted with the dashed white curves. [A]:
1/d(P[0,Te]FΩESav, P[0,Te]FΩE

w
S ) normalized to its maximum reported as a function

of ϵb and d. [B]: Tomographic reconstruction obtained by employing the estimated
slab parameters.

“disturbance” introduced by the objects on the wall estimation procedure increases.

Nevertheless, as can be see from Fig. 2.2, the estimation procedure works as well as

in the previous case. Indeed, the estimator achieves the maximum at ϵ̂b = 8.8ϵ0 and

d̂ = 0.2, that are very close to the actual parameters, and once again the objects are

detected and precisely localized.

As a second example, we consider a slab with ϵb = 4ϵ0 and d = 0.2 m. Such

parameters are representative of a tuff masonry structure which is typical of Campania

region old buildings in the south of Italy. The corresponding reconstructions are

reported in Fig. 2.3 where the same configuration as already addressed in Fig. 2.2

is considered. Also in this case the estimation procedure practically yields the actual

wall parameters and the scatterers are precisely localized.

Indeed, the procedure proves to work well also for scatterers very close to the wall.

To demonstrate this, we report Fig 2.4 which refers to the same wall parameters as
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Figure 2.3: The case of a tuff wall with two scatterers closely located to
the wall. Actual scatterers are denoted with the dashed white curves. [A]:
1/d(P[0,Te]FΩESav, P[0,Te]FΩE

w
S ) normalized to its maximum reported as a function

of ϵb and d. [B]: Tomographic reconstruction obtained by employing the estimated
slab parameters.

for Fig. 2.1 and to a scattering object whose contour is in contact with the wall.

2.1.2 Three-dimensional synthetic results

Here, we turn to consider the three-dimensional more realistic TWI problem depicted

in Fig. 2.5.

In particular, we consider the reconstruction of a scatterer resembling the human

body. To this end, a homogeneous anthropomorphic phantom of 1.80m in height,

has been considered. Its dielectric permittivity and conductivity are ϵ = 20ϵ0 and

σ = 0.5S/m, respectively. Such a scatterer is located about 0.9m beyond a finite tuff

wall which is 3m width, 2.5m height and 0.2m thick. For this example, the synthetic

data have been obtained by exploiting the commercial HFSS tool which is a full 3D

FEM based code [41] and once again plane wave illumination is considered. The

layout of the HFSS simulation is shown in Fig. 2.5.
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Figure 2.4: The case of a concrete wall with a scatterer in contact to the wall.
The actual scatterer’s contour is denoted with the dashed white curves. [A]:
1/d(P[0,Te]FΩESav, P[0,Te]FΩE

w
S ) normalized to its maximum reported as a function

of ϵb and d. [B]: Tomographic reconstruction obtained by employing the estimated
slab parameters.

Note that, owing to the transversal finiteness of the wall, further problems in the

estimation procedure could arise. This is because not only the field scattered from

the obscured objects but also the one arising from the transversal edges of the wall

will perturb the model field Ew
S which accounts for a slab not limited transversally.

In this case the cost functional is obtained by averaging the total scattered field ES

over all the 121 acquisitions and its behavior is reported in Fig. 2.6. The functional

is once again peaked around the actual wall parameters. In particular, it achieves the

maximum for ϵ̂b = 3.9ϵ0 and d̂ = 0.2 m. Such parameters are employed to evaluate

the Green’s function and Ew
S , according to eqs. (1.3) and (1.11), respectively. The

slab field is then subtracted to the computed ES to obtain Eo
S. The latter is then

provided to the reconstruction algorithm whose outcome is reported in Figs. 2.7 and

2.8. In Fig. 2.7, 9 of the 11 computed slices are reported. As can be seen, in each

slice the scatterer is successfully localized. However, the arms and the legs are not
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Figure 2.5: Layout of the HFSS simulation for the phantom scatterer.

discernable. Notwithstanding, in the corresponding 3D reconstruction (Fig. 2.8) the

phantom is very well localized (as obvious from the slices) and its silhouette roughly

retrieved, hence it greatly improve the understanding about the scatterer.

2.2 Change detection procedure synthetic results

In this section we show some synthetic examples to check the effectiveness of the

proposed change detection procedure.

The following synthetic examples refer to a 2D geometry for a multimonostatic

configuration (i.e., the receiving antenna is located at the same position as the source

while the latter moves to synthesize the measurement aperture). A filamentary cur-

rent (2D dipole) provides the incident field. The reconstructions have been obtained

for a scattering configuration whose parameters are reported in Tab. 2.1.

The data are synthesized in time domain thanks to the free code GPRMAX based
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Figure 2.6: 1/d(P[0,Te]FΩESav, P[0,Te]FΩE
w
S ) normalized to its maximum reported as a

function of ϵb and d for the phantom scatterer.

on a FDTD method [42] and then Fourier transformed in the frequency domain.

Finally, the reconstructions are obtained according to eq. (1.7) where the singular

values above 0.2 times the maximum one are retained.

The clutter scenario consists of two square scatterers having side equal to 0.2m

whose centers are at (−0.4, 0.9)m and (0.3, 1.1)m, respectively. The shallower square

has a dielectric permittivity of 4ϵ0 whereas the other one of 9ϵ0.

The corresponding reconstruction (along with to the scatterers layout) is reported
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Figure 2.7: Slice reconstructions of the phantom scatterer. In each slice the phantom’s
contour is represented by the solid line.

in Fig.2.9. As can be seen, both the upper and lower edges of the objects are clearly

detected and localized. However, as the electromagnetic velocity within the square

objects are different from the one assumed in the linear model, the lower edges are

not in their actual positions but are delocalized as they appear more deeply located.

Now, as a target to be detected within the above depicted scenario, we consider

a circular object of radius equal to 0.1m and dielectric permittivity 20ϵ0. During

each single data collection the target is at rest whereas its position can change in two

different data collections.
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Figure 2.8: [A]: Isosurface 3D reconstruction of a phantom (red surface). [B]: Frontal
view (looking at along the z-axis). [C] Lateral view (looking at along the x-axis).



30

x’ (m)

z’
 (

m
)

 

 

−0.5 0 0.5

0.8

1

1.2

1.4

1.6

1.8

2

2.2 0

0.2

0.4

0.6

0.8

1

Figure 2.9: Normalized amplitude reconstruction of the static scatterers. White
squares denote actual scatterers.

In particular, we consider the following situations:

m = 1, the target center is at (0, 1.9)m

m = 2 the target center is at (0.3, 1.6)m

m = 3, the target center is at (0, 1.3)m.

The tomographic reconstructions for such scatterer configurations and the corre-

sponding results obtained by the difference procedure are reported in Fig. 2.10.

By comparing panels [A] and [B] and panels [C] and [D] of Fig. 2.10 it is evi-

dent that the proposed procedure allows to increase the detectability of the circular

scatterer. Of particular interest is the case reported in panel [D] where the change

detection procedure allows to discern the target which is overwhelmed by the recon-

struction of deeper side the square object in front of it (see panel [C]). In panel [D]

the circular target is already well visible. However, the change detection procedure

allows to better identify the scatter against the artifacts due to the square objects.

Analogues results (here not reported) have been also obtained for the more com-

plex background scenario resembling the room of a building addressed in [43].



31

[A] x’ (m)

z’
 (

m
)

 

 

−0.5 0 0.5

0.8

1

1.2

1.4

1.6

1.8

2

2.2 0

0.2

0.4

0.6

0.8

1

[B] x’ (m)

z’
 (

m
)

 

 

−0.5 0 0.5

0.8

1

1.2

1.4

1.6

1.8

2

2.2 0

0.2

0.4

0.6

0.8

1

[C] x’ (m)

z’
 (

m
)

 

 

−0.5 0 0.5

0.8

1

1.2

1.4

1.6

1.8

2

2.2 0

0.2

0.4

0.6

0.8

1

[D] x’ (m)

z’
 (

m
)

 

 

−0.5 0 0.5

0.8

1

1.2

1.4

1.6

1.8

2

2.2 0

0.2

0.4

0.6

0.8

1

[E] x’ (m)

z’
 (

m
)

 

 

−0.5 0 0.5

0.8

1

1.2

1.4

1.6

1.8

2

2.2 0

0.2

0.4

0.6

0.8

1

[F] x’ (m)

z’
 (

m
)

 

 

−0.5 0 0.5

0.8

1

1.2

1.4

1.6

1.8

2

2.2 0

0.2

0.4

0.6

0.8

1

Figure 2.10: Normalized TSVD tomographic reconstructions and outcomes of the
change detection procedure. [A]: |Rγ1| [B]: |Rγ1| − |Rγ2|. [C]: |Rγ2|. [D]: |Rγ2| −
|Rγ1|. [E]: |Rγ3|. [F]: |Rγ3| − |Rγ2|. White solid lines denote scatterers actually
present at the considered instant of time. Dotted lines denote scatterers present at
the instant precedent to the considered one.
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Table 2.1: Parameters of the configuration

Wall dielectric

permittivity ϵb 4ϵ0
Wall conductivity σb 0.05S/m
Wall thickness d 0.24m

Investigation domain DT [−0.8, 0.8]× [0.7, 2.2]m2

Σ [−0.8, 0.8]m
Spatial step of measurements 0.04m

Frequency band [1, 2.5]GHz
Frequency step 50MHz
Offset TX-RX 0m

2.3 Experimental results

This section is devoted to showing some experimental reconstructions in order to

assess the reconstruction capabilities of the inversion algorithm. In particular, the

experimental results refer for a scattering scenario located within a laboratory con-

trolled environment (i.e., the Electromagnetic Diagnostic Laboratory at the Second

University of Naples) and also for in situ experiments.

The imaging problem for realistic situations is intrinsically a three-dimensional

problem. However, accordingly to the discussion reported in the previous chapter,

we perform the reconstructions according to the sliced approach by assuming to deal

with a two-dimensional and scalar problem.

To collect data we used a portable continuous wave stepped frequency radar sys-

tem (see Fig. 2.11) developed and implemented under a cooperation between the

Second University of Naples and Ingegneria dei Sistemi [44]. The main components

of such a system are the electronic unit, the automatic positioning system and the

antennas. The data acquisition procedure is supervised by a laptop via a USB port
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thanks to a customized software written in Labview language. In particular, the

software permits to choose the number and the step of the frequency, the radiated

power and the number and spacing of the spatial measurement as well as the kind of

acquisition.

50 100 150 200 250 300
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300

Figure 2.11: Picture of the scattering experiment in a semi-anechoic environment.

The electronic unit is made up of a transmitter and two receiving channels which

can work in the frequency 800MHz−4GHz band. The maximum number of frequen-

cies that can be taken is 3200 hence a minimum frequency step of 1MHz is allowed.

Each single frequency measurement requires roughly 1ms. The I and Q components

of the signal are acquired. The maximum transmitter power is 0dBm. The electronic
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unit permits to control three antennas, one transmitting and two receiving. The an-

tennas are automatically positioned thanks to a slide driven by a stepped motor. The

slide is 2.5m long and allows a measurement line of 2m at most. The offset between

the antennas is fixed but it can be adjusted manually at any desired value between

10cm and 1m.

In the following experiment we used only two antennas, two rectangular ridged

horns (Schwarzbeck mod. BBHA9120A) which can work between 800MHz and

5GHz, linearly polarized along the y-axis.

A more detailed description of the hardware system can be found in [44].

Before proceeding to the reconstructions, the radar system must be calibrated to

remove the systematic errors due to the radar circuitry, the cables, the cable-antenna

transitions and to the antennas. Indeed, from the actual measurements concerning

the scattering parameter S21 the scattered field has to be obtained.

As to the radar system, the coherence loss is due to the different electrical path that

different sub-band of the received signal experience. This is because the different sub-

band shares only part of the internal circuitry. To compensate for such an effect the

system includes a phase auto-calibration circuit. Such circuit requires first to acquire

a full CW-SF scan in a controlled path, then the successive scans are calibrated using

this data to correct phase misalignment. Moreover, the information acquired during

the calibration process allows a complete equalization of the subsystems in terms of

phase and amplitude. The calibration process is completely automated and repeated

at regular intervals during measurements, allowing the effect of system thermal drift

to be tracked and corrected.

After such an automatic internal calibration, the path through the cables and the
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antennas still remains to be compensated for. To this end, measurements collected for

a copper plate scatterer located at a known distance from the antennas are exploited.

In particular, the plate distance is chosen so that the reflection coming from the

copper plate is easily discernable from the antennas’ mutual coupling. This allows

us to estimate the time-position (after a Fourier transformation as data are in the

frequency domain) of the plate, and hence, as the free-space path is known, the cable-

antenna path length zca is determined. Therefore, the scattered field is approximated

simply as

ES(xm, f) = S21 exp (j4πfzca/c), (2.1)

c being the speed of light in free-space.

2.3.1 2D experimental reconstructions in controlled environ-

ment

In this section only single slice reconstructions are shown.

The set up of the experiment is shown in Fig. 2.11. It refers to the case of two

hollow metallic cylinders of 2m in height with circular cross sections of diameters 10cm

and 6cm, respectively, whose centers are located at a depth of z = 40cm (with respect

to the reference system reported in Fig. 1.1) that is at about 30cm from the second

interface of the wall. Such scatterers are located behind a tuff wall of size 1×1×0.11m3

(0.11m being the thickness). The dielectric permittivity and conductivity of the tuff

wall are assumed known in the imaging algorithm. In particular, we set ϵb = 4ϵ0

according to the outcome of the electromagnetic characterization procedure reported

in [45]. The dispersive nature of the tuff as well as its losses are not considered in the
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model.

The radar system is placed in front of the wall so that the antennas are at 10cm

apart form the first wall interface. The measurements have been collected in the

frequency band ranging from 800MHz to 3200MHz with a frequency step of 60MHz.

Moreover, a synthetic aperture Σ = [−0.5, 0.5]m has been synthesized where the

scattered field is collected at a spatial step of 2.5cm.

Finally, the scattering scene is located in a semi-anechoic environment where three

sides of the room are covered with absorbing panels 2.5× 2.5m2 sized.

As to the imaging algorithm, an investigation domainDT = [−0.5, 05]×[0.11, 1]m2

has been assumed and the TSVD truncation index NT , in eq. 1.7, is chosen so as

to retain the singular functions corresponding to the singular values not below 20dB

of the maximum one. It is worth remarking that only half of the measurements are

exploited in the imaging algorithm. That is, for imaging purposes, we retain only the

measurements collected at a spatial step of 5cm. Thus, the numerical procedure is

computationally more effective and it is possible by resorting to the results concerning

the degrees of freedom of the scattered field [33].

Differently to the previous synthetic cases, two different sets of data have been ac-

quired in presence (total scattered field) and in absence of the scatterers (background

field) so that the scattered field is obtained as their difference. The results concerning

a two-dimensional slice taken at an height of about 0.35m are reported in Fig. 2.12.

In particular, in panel [A] of such a figure the time-domain normalized amplitude of

the scattered field is reported as a function of the receiving antenna’s position (i.e.,

the so-called radargram) and obtained by Fourier transforming each single frequency

domain trace. As can be seen, the visual inspection of such a figure makes a user
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Figure 2.12: [A]: Radargram (non-calibrated normalized amplitude Fourier trans-
formed data). [B]: Image obtained by the imaging algorithm. The actual scatterers’
cross sections are also depicted as white and red circles.

aware only of the scatterer presence and little else. Note that the radargram has been

obtained from non-calibrated data which only entails a shifting along the depth. In-

stead, the tomographic reconstruction reported in panel [B], obtained from calibrated

data, is definitively better as the number and the locations of the scatterers can be

clearly discerned (even though the antennas’ behavior as well as the tuff dispersive

law have been not accounted for in the model to achieve the inversions).

2.3.2 In situ 2D experiments

As a second example we go on to consider a more realistic scenario (see Fig. 2.13) in

order to check the imaging algorithm in very realistic conditions. For such a case we

placed the radar system so that the antennas are about 1cm away from the wall. In

particular, an external bearing wall of the ground floor of one of the buildings of the

faculty of engineering of the Second University of Naples has been chosen to perform

the experiments. The scatterers to be imaged are located outside the building on the
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Figure 2.13: Picture of the in situ scattering experiment.

opposite side of the wall (see panels [A] of Figs. 2.15 and 2.16).

The measurements have been collected in the frequency band ranging from 800MHz

to 3200MHz with a frequency step of 1MHz, over an aperture of 2m with a spatial

step of 2cm and at an height of 0.74cm from the floor.

We know that the wall is made of tuff. Moreover, at the height measurements

are taken, the wall is 24cm thick. Accordingly, in the imaging algorithm we adopted

ϵw = 4ϵ0 and d = 24cm. As in the previous case, the wall conductivity and dispersion

law have not considered in the inversions.

As can be seen from Figs. 2.13 and 2.15 the scattering scenario is rather complex.

The wall has a non-homogeneous thickness and above the place where the radar

system is located there is a window. In this case it is also interesting to have a look

at the radargram reported in Fig. 2.14 panel [A]. The radargram reveals the existence
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Figure 2.14: [A]: Radargram (non-calibrated normalized amplitude Fourier trans-
formed data). [B]: Pictorial view of the reinforcing grid.
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Figure 2.15: [A]: Picture of the scattering scene. [B]: Reconstruction of a metallic
cylinder located at 1m beyond the wall. [C]: Reconstruction of a metallic cylinder
located at about 2.6m beyond the wall.



40

of a periodic distribution of scatterers inside the wall which should be strong because

the wall interfaces are not visible. The wall project confirmed that a steel reinforcing

grid (see Fig. 2.14 panel [B] for a pictorial view of the grid) was present inside the

wall.

However, we do not account for the reinforcing grid in the imaging algorithm still

retaining the scattering model presented in Chapter 1. Moreover, the scattered field

data are again obtained as the difference from the total field and the background one.

As in the previous case, while achieving the reconstruction we consider measure-

ments taken at a double the spatial step (i.e., at 4cm) used to obtain the radargrams.

Furthermore, a measurement line Σ = [−0.8, 0.8]m, shorter than the one adopted for

the radargram, is used. Finally, the data are also decimated in frequency. That is,

we consider a frequency band [1, 2.5]GHz sampled at a step of 75MHz. This assures

that waves penetrate through the grid and are not too affected by the attenuation

introduced from the wall which is actually unknown.

Finally, in all the following reconstructions the TSVD has been truncated at the

same level as done for the previous test-case.

The first in situ experiment concerns the case of a hollow metallic cylinder of

circular cross section with a diameter of 6cm (see Fig. 2.15 panel [A]). In such

a figure we consider two different situations. In panel [B], the cylinder center is

located at [0.18, 1.24]m, that is at 1m beyond the wall, and an investigation domain

D = [−0.8, 0.8]×[0.9, 2.2]m2. In panel [C], the cylinder is located at a greater distance

from the wall [0.03, 3]m, that is at about 2.6m from the wall, and an investigation

domain DT = [−0.8, 0.8]× [2.65, 3.5]m2 is exploited in the imaging algorithm. As can

be seen, in both cases the scatterer is detected and almost correctly localized despite



41

[A]
200 400 600 800 1000

100

200

300

400

500

600

700

800

[B] x [m]

z 
[m

]

 

 

−0.5 0 0.5

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1 0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 2.16: [A]: Picture of the scattering scene in the case of human scatterers. [B]:
Corresponding tomographic reconstruction.

all the assumption upon which the inversion scheme relies on.

As a final example we consider the case of a human being as scatterer (see Fig.

2.16 panel [A]). In particular, the center of such a scatterer is roughly located at

30cm from the wall and slightly shifted to the left with respect to the center of the

measurement line.

According to the reference frame depicted in Fig. 1.1 the scatterer’s location

is about [−0.1, 0.55]m. For such an example we consider an investigation domain

D = [−0.8, 0.8]× [0.25, 1]m2. The corresponding reconstruction reported in the same

figure in panel [B] shows that the imaging algorithm works well in detecting and

localizing this scatterer as well.

2.3.3 3D preliminary reconstructions

In this section we show some 3D experimental results obtained by exploiting mea-

surements collected within an anechoic chamber at the Electromagnetic Diagnostics

Laboratory of the Second University of Naples.
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A reflection mode multi-bistatic/multifrequency configuration is exploited. Even

though such a configuration is typical in TWI scenarios, the results we show refer

to the case of non obscured scatterers. Therefore, they should be meant as prelimi-

nary to TWI applications. However, in order to stay within the framework of TWI

applications, an anthropomorphic phantom is used as a scatterer and the possibility

of taking measurements over a limited set of spatial points is considered. The latter

is of particular interest because it affects the time required to collect data, particu-

larly when the scanning is achieved through a moving system. It also impacts on the

system complexity when a measurement array is employed.

In order to obtain 3D reconstructions data have to be acquired over a planar

aperture. To this end, we adopted a different (with respect to the previous one)

experimental set-up.

It consists of a positioning system and a measurement system which are remotely

controlled and synchronized by a PC, thanks to a customized LabView software.

The positioning system is placed into a shielded anechoic chamber whose internal

dimensions are 2.4m in depth, 3.4m in length and 2.6m in height.

The core of the measurement system is a Vectorial Network Analyzer (VNA),

model Anritsu MS4624D 10MHz − 9GHz, that has two internal sources and four

ports connected to the passing technical panel of the anechoic chamber by means of

3m length coaxial cables.

The positioning system essentially consists of a double tower planar scanner: two

vertical linear positioners (“towers”) which can move independently over a horizontal

linear positioner. This configuration allows, hence, the independent movement on a

plane of two antennas. Absolute position is available by encoders placed along the
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Figure 2.17: Picture of the planar scanner placed in the anechoic chamber

whole run of the four axes.

However, as mentioned above, here we adopted a multi-bistatic configuration.

Hence, only a single tower of the positioning system, where the transmitting and

the receiving antennas are mounted at a fixed distance along the horizontal axis, is

employed to collect the measurements (see Fig. 2.17).

The maximum horizontal scanning length which can be achieved is 2.65m, but a

minimum distance of 25cm between the two towers is required. Hence, even if for

the case at hand one of the towers is kept fixed the other tower (the one on which

the antennas are mounted) can actually scan only a 2.40m horizontal segment. The

maximum vertical run is 2.10m.

The connection of the antennas to the exterior of the chamber is achieved by

means of 8m length coaxial cables, screwed on coaxial connectors mounted on the
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passing technical panel. The cables are mounted into a flexible guide in order to

allow movement without excessive mechanically stress.

As far as the antennas are concerned, we use two wide band ridged horn antennas

(Schwarzbeck Mess - Elektronik) suitably aligned so that they scan the same plane

(see Fig. (2.17)and working in the band of 0.8 − 5.2GHz. However, different kinds

of antennas can be mounted on the system as well.

The measured parameter is the transmission coefficient S21 between the ports

1 and 2 of the VNA. Therefore, in order to make the measurements suitable for

the inversion algorithm, as done before, first a standard ”frequency transmission

response” calibration is performed at the end of the cable chain, that is at the antenna

input sections. Furthermore, as the inversion algorithm exploits the scattered field

measurements, free-space measurements are needed. This way, the scattered field is

obtained as the difference between the total field (i.e., the field measured in presence

of the scattering objects) and the free-space measurements. This also allows to remove

from the scattered field data the direct coupling between the antennas as the coupling

effect can be considered constat over the two measurements.

Finally, we remark that in the following reconstruction examples and according to

the previous section, we have assumed the antennas as being two-dimensional dipoles,

that is the actual source plane-wave spectrum is not accounted for.

In all the following examples data are gathered over a measurement aperture Σ =

[0.35, 2.35]m×[0.6, 2]m with the transmitting and the receiving antennas separated by

a ∆x = 30cm (measured from the two aperture centers). The investigation domain is

D = [0.35, 2.35]×[0.6, 2]m×[1, 1.7]m (the quota along z is measured from the antenna

aperture). As we have in mind TWI applications, the frequency band is chosen as in
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Figure 2.18: Picture of the mannequin within the anechoic chamber.

the previous example, that is [0.8, 3.2]GHz, for which most of the building materials

are relatively transparent [10]. Moreover, a plastic mannequin 1.80m in height covered

by aluminium foil is considered as a scatterer to be reconstructed. In particular, the

mannequin has been placed over a dielectric pedestal 10cm in height so that it covers

the investigation domain in height from y = 0.6m to 1.9m (see Fig. 2.18). Finally, in

the following reconstructions the modulus of the regularized retrieved unknown, |Rγ|,

is obtained by retaining in the TSVD expansion the singular functions corresponding

to the singular values not below −20dB (this truncation roughly corresponds to the

beginning of abrupt decay of the singular values).
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The experiment results are shown in Figs. 2.19 and 2.20. They refer to the case

where the mannequin center is roughly located at x = 1.95m and z = 1.45m. For such

a case, 21 equally spaced slices have been considered and for each slice the measure-

ment line has been uniformly sampled at a step of 4cm so that 51 measurements are

taken. Moreover, 11 uniformly spaced frequencies, within the band reported above,

have been used. Fig. 2.19 shows the different slice reconstructions for which can be

appreciated that the scatterer is detected and correctly localized. After obtaining

the 2D slices, they are first normalized to the ”global” maximum (i.e., the maximum

over each slices) and then thresholded as described in [23]. Finally, an isosurface

representation is adopted to display the 3D reconstruction (see Fig. 2.20). As can be

seen, from the 3D representation (frontal view) the phantom is very well localized (as

obvious from the slices) and its silhouette roughly retrieved; hence, it greatly improve

the understanding about the scatterer.

A critical point towards the speeding of the imaging procedure (i.e., the data

collection plus the image formation) is the number of data to be used. Indeed, the

number of necessary data affects both the time required for data collection and the

time required for the TSVD image computation. Moreover, it also enters in the

necessary memory storage.

To cope with this question the evaluation of the so-called number of degrees of

freedom (NDF) plays a central role [46].

Therefore, in order to make the imaging computationally more effective results

concerning the NDF reported in [47] have been resorted to. In particular, for the

measurement configuration exploited above, it is found that at the highest adopted

frequency 26 measurement points (for each slice) could be enough (this number has
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been maintained also for the lower frequencies). As to the frequencies, we still adopt

11 frequencies, which are slightly beyond the optimal number derived in [38], because

time required for frequency sweep is negligible with respect to that required for spatial

scanning. The reconstruction of the same scatterer as in Figs. 2.19 and 2.20 by

employing the new measurement parameters is reported in Fig. 2.21.

As can be seen, the quality of the reconstruction is practically the same as the one

previously reported. This is also a remarkable result if one looks at other imaging

methods present in the literature which have shown to work for a finer data collection

grid [9, 20].

In view of the reduced number of data the imaging algorithm takes few seconds

to achieve the images. Instead, the time to acquire the data is still a critical figure

for sliding systems as the one at hand. However, if the measurements were taken

quasi-instantaneously, for example by employing an antenna array, changes during

data acquirement can be neglected (so image focusing degradation is avoided) and

the simple change detection procedure, previously presented, can be employed to

counteract the clutter due to static scatterers.

Experimental results concerning the change detection procedure are shown in the

next section.

2.3.4 Testing the change detection procedure by experimen-

tal data

In this section we turn to show some examples, for 2D as well as 3D cases, concerning

the change detection procedure obtained by experimental data. More in detail, the

2D examples have been obtained for the scattering scenario and the radar system
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already considered in section 2.3.2, whereas the 3D examples refer to the scattering

scenario and the radar system adopted in section 2.3.3.

Accordingly, the 2D examples have been obtained for a realistic scenario with

the radar system located very close to an external wall of the ground floor of one of

the buildings of the faculty of engineering of the Second University of Naples. As

explained in section 2.3.2, for such a case, the wall has thickness equal to 0.24m and

dielectric permittivity of 4ϵ0. The target to be imaged is a metallic circular cylinder

having radius of 0.03m located outside the building on the opposite side of the wall

(see Fig. 2.22 for a pictorial view of the scene). The data are collected along a line

at 0.74m from the floor and the same configuration parameters as reported in TAB.

2.1 are adopted except for the frequency step, which is now of 25MHz, and for the

investigation domain which is D = [−0.8, 0.8]× [0.7, 3.5]m2.

We consider only two configurations:

m = 1, the target center is at about (0.17, 1.2)m

m = 2, the target center is at about (0.3, 3)m.

No further scatterers are present within the investigation domain so that the

clutter arises from errors in modeling the wall. In particular, to emphasize this point,

the reconstructions are obtained by adopting the total scattered field (i.e., the field

reflected by the wall plus the one scattered by the target behind it).

The reconstructions corresponding to the two cases mentioned above are reported

in panels [A] and [C] of Fig. 2.22. As can be seen, they look very similar and no

information about the scatterers can be deduced. More in detail, as we known the

wall parameters, a part from the wall contribution which would be manifested as two

line due to the two interfaces, we expected the target being localized [10]. Indeed, in
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both cases the target is very hard to be detected. This is due to a steel reinforcing grid

present within the wall we completely neglected in the model and which obscures the

scatterers located beyond it. Amazingly, the change detection procedure dramatically

increases the detectability of the scatterers (see panels [B] and [D]) even though some

spurious artifacts still remain for the more deeply located scatterer.

We now switch to consider a 3D example. As mentioned above, to this end, we

refer to the preliminary free-space configuration addressed in section 2.3.3.

For such a case, in order to verify experimentally the principle of the method

proposed in [27] we turn to consider two different situations in which the mannequin

is located at two different positions whereas a static scatter is present in the scene

at the same position [30]. The reconstructions corresponding to these two cases are

reported in Fig. 2.23: both the scatterers are well localized even though in the case 2

the scatterer on the left has a worse reconstruction. This is because in the case 2, the

mannequin is more strongly (in amplitude) reconstructed being located in the middle

of the scene. Therefore, while applying the threshold (which is set up according to

the maximum of the overall reconstruction) some parts of the reconstruction of the

scatterer on the left are discarded as well. Anyway, in general, it is not easy to discern

the human being scatterer.

As described above, the presence of a moving scatterer can be evidenced if the

reconstruction at a given instant of time is obtained by subtracting, pixel by pixel,

such a reconstruction and a reconstruction obtained in a previous (or even subsequent)

instant of time. For the cases at hand, this means that

|Rγ2| − |Rγ1| (2.2)
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and

|Rγ1| − |Rγ2|, (2.3)

where |Rγ1| and |Rγ1| are the reconstruction reported in panel [A] and [B] of Fig.

2.23, respectively, and |Rγ2|−|Rγ1| and |Rγ1|−|Rγ2| are the difference images which

actually are employed to localized the moving scatterer in the case 1 and 2. The result

of this procedure is reported in Fig. 2.24. As can be seen, the procedure works very

well and the results are quit remarkable if one thinks that it did not required a

reference background image as is the case of other difference image procedure.
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Figure 2.19: Slice reconstructions of the mannequin.
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Figure 2.20: Frontal view (looking at along the z-axis) of the 3D reconstruction
obtained by interpolating the 2D slices. The panel [A] reports the reconstruction
only, whereas the panel [B] shows the reconstruction and the mannequin at its actual
position.
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Figure 2.21: Frontal view (looking at along the z-axis) of the 3D reconstruction
obtained by collecting data according to the NDF. The panel [A] reports the recon-
struction only, whereas the panel [B] shows the reconstruction and the mannequin at
its actual position.
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Figure 2.22: Normalized TSVD tomographic reconstructions and outcomes of the
change detection procedure. [A]: |Rγ1| [B]: |Rγ1| − |Rγ2|. [C]: |Rγ2|. [D]: |Rγ2| −
|Rγ1|.
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Figure 2.23: 3D reconstructions for two different scatterers layout. The reconstruc-
tions and the actual scatterers are both reported. The parameters of the configuration
are the same as in Fig. 2.21. The panel [A] is referred as the case 1 and the panel
[B] as the case 2.
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Figure 2.24: Difference 3D reconstructions. The reconstructions and the actual scat-
terers are both reported. The parameters of the configuration are the same as in Fig.
2.21. The panel [A] reports |Rγ2|−|Rγ1| whereas the panel [B] reports |Rγ1|−|Rγ2|.



Chapter 3

Conclusions

The problem of imaging scattering objects that are hidden by an obstacle layer has

been addressed under ambiguous wall parameters. To tackle such a problem we have

developed a novel two step based reconstruction procedure.

In the first step the wall parameters are estimated as the ones corresponding to

the minimum of the cost functional reported in eq. (1.13). In particular, such a

cost functional has been devised to minimize the effect of the field scattered by the

obscured objects on the reliability of the estimation procedure.

The proposed approach overcomes the limits of the methods presented in [15,

16, 17] which rely on the scattered field. Indeed, when the wall is unknown it is

difficult to extract the scattered field from the total scattered field which accounts for

the strong clutter arising from the wall itself. Differently, the developed estimation

procedure exploits the total scattered field and allows to solve the problem of wall

clutter mitigation. In fact, once the wall parameters are determined the field scattered

by the hidden objects can be retrieved by subtracting from the total field an estimated

version of the field reflected by the wall. Moreover, the presented estimation procedure

can be considered a generalized more stable (against uncertainties and noise) version

55
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of the method presented in [10] where measurements collected at a single position are

exploited.

Numerical examples testify that the proposed estimation procedure is fast, reliable

and robust against noise also for the realistic situation of a finite wall structure.

Afterwards, having estimated the wall parameters, the reconstructions have been

obtained by a tomographic imaging algorithm based on the Kirchhoff approximation

and on the TSVD inversion scheme. As outlined, this method allows us to exactly

account for the propagation through the wall and results in a better mitigation of the

image blurring due to the obstacle.

Two-dimensional and a three-dimensional synthetic reconstructions have been pre-

sented. In particular, the three-dimensional reconstruction has been obtained by the

sliced approach presented in [23] for the case of a strong scatterer miming the human

body.

The inversion algorithm has been tested by exploiting synthetic data and has

proved capable of detecting and localizing the objects’ “silhouette” for relatively low

SNR.

However, to assess the performances that an imaging algorithm can actually

achieve it is mandatory to validate it against experimental data, in particular for

realistic scenarios. To this end, we have checked the imaging algorithm against ex-

perimental data collected both in a controlled environment and on in situ experiments.

It is shown that the proposed imaging algorithm is able to detect and localize the

scatterers even in complex scattering scenarios whose features are not completely ac-

counted for by the adopted model. In particular, for the 3D cases, we have considered
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objects resembling the human body. However, even though the measurement param-

eters have been chosen with TWI applications in mind, the experiments have been

preliminary conducted for a free space situation and within a controlled environment.

Despite the simplicity of the inversion algorithm, the analysis has shown that it

allows to localize and to roughly determine the shape of the scatterers dealing with

large (in terms of the wavelength) investigation domains. Moreover, by selecting the

measurement points and the frequencies according to the degrees of freedom of the

scattered field, the reconstruction algorithm becomes very quickly. This open the

way to the possibility to detect moving targets in order to discern human being from

static background clutter.

In this regard, a simple procedure based on the incoherent difference between two

reconstructions (not requiring a reference background image) to detect change in the

imaging scenario has been presented and validated both in synthetic and experimental

data.

Of course, the results presented herein have to be meant as a proof of the principle.

Indeed, we have used a sliding system to synthesize the measurement aperture which

requires a non negligible time to acquire the data, even though data are collected

according to the the NDF. Antenna arrays would be a more suitable choice to make

the change detection technique useful for practical real time moving target tracking.

As further developments we identify the need to relax the assumptions concerning

the nature of the wall structure in order to deal with a more complex background

environment. This has been done, for example in [43], where a background resembling

the room of a building has been considered. In that case, it was shown that it is

sufficient to account for the wall over which the measurement array is synthesized to
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avoid distortions in the reconstructions.

However, in [43], as here, the wall structure has been assumed homogeneous. In

many realistic situations such a hypothesis does not hold. Therefore, further efforts

have to be done to deal with more complex scenarios also in view of the fact that

such cases require an increased number of parameters in the wall description which

could affect the reliability and the effectiveness of the optimization stage upon which

the estimation procedure is based. In particular, we are now working to the case of

layered wall where the number of layers as well as their electromagnetic features are

unknown.

Further developments concern the need to account for more realistic sources by

means of their radiation patterns in the estimation as well as in the imaging procedures

[48].

Finally, experimental validation for a three-dimensional in situ scene is needed to

assess the actual performances achievable by the estimation/reconstruction procedure.
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List of Symbols

Table 3.1: List of Symbols.

Symbol Meaning Where it appears for

the first time

d wall thickness pp. 7
ϵb dielectric permittivity of the wall pp. 7
ϵ0 free-space dielectric permittivity pp. 7
µ0 free-space magnetic permeability pp. 7
D investigation domain pp. 8
Σ observation domain pp. 8

Ei(·) field incident on the wall pp. 9

Êi(·) incident field plane-wave spectrum pp. 9

îy unitary vector along y pp. 9
k0 free-space wavenumber pp. 9

[k0min, k0max] wavenumber band pp. 9
r = (x, z) field point for a 2D geometry pp. 9

rS = (xS, zS) source point for a 2D geometry pp. 9
u spectral variable pp. 9
y heights’ vector pp. 9

E0
S(·) field scattered by

the obscured scatterers pp. 9
Et(·) field transmitted trough the wall

and impinging on the scatterers pp. 9
G(·) three-layered background

Green’s function pp. 9
DT investigation domain cross section pp. 9
γ(·) unknown shape function pp. 9
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Symbol Meaning Where it appears for

the first time

n(·) vector normal to

the scatterers’contours pp. 9
xm measurement point along a

line at a fixed height pp. 9
U(·) Heaviside function

accounting for

the scatterers’lit sides pp. 10
δC distribution defined

over the scatterers’contours pp. 10

îz unitary vector along z pp. 10
τ(·) wall transmission coefficient pp. 10
Γ0b air/obstacle local

reflection coefficient pp. 10
z1 depth of the wall first interface pp. 11

Rγ(·) regularized reconstruction pp. 11
{un, σn, vn}∞n=0 scattering operator singular system pp. 11

NT SVD truncation index pp. 11
ES(·) total scattered field pp. 13
Ew

S (·) field reflected by the wall pp. 13

(ϵ̂d, d̂) estimated wall parameters pp. 13
Γ(·) wall reflection coefficient pp. 13
P[0,Te] time limiting projector over [0, Te] pp. 13
Te time interval used in

the estimation process pp. 13
Ω frequency band pp. 13
FΩ Fourier transform operator over Ω pp. 13

d̃ distance function pp. 13
Esav averaged total scattered field pp. 13
c speed of light in free-space pp. 14

ESC(·) field scattererd by

static obscured scatterers pp. 16
EST (·) field scattered by

moving obscured scatterers pp. 16
m vector indexing different

time data collections pp. 17
N size of m pp. 17
ϵ human phantom

dielectric permittivity pp. 24
σ human phantom conductivity pp. 24
S21 measured scattering paramenter pp. 34
zca cable-antennas path pp. 35



List of Abbreviations and
Acronyms

Table 3.2: List of Acronyms.

Acronym Meaning Where it appears for

the first time

TWI Through-Wall-Imaging pp. x

TSVD Truncated Singular Value Decompositioni pp. xi

NDF Number of degrees of freedom pp. 11
GPR Ground Penetrating Radar pp. 16
MTI Moving Target Indicator pp. 16
SNR Signal to Noise Ratio pp. 20
MOM Method of Moments pp. 21
EFIE Electric Field Integral Equation pp. 21
HFSS High Frequency Structural Simulator pp. 19
FEM Finite Element Method pp. 24
FDTD Finite Difference Time Domain pp. 27
USB Universal Serial Bus pp. 32

CW-SF Continuous Wave-Stepped Frequency pp. 34
VNA Vector Network Analyzer pp. 42
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